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Abstract

Many emerging economies adopt preferential credit policies towards selected sec-

tors. This paper provides an analysis of the economic rationale behind the preferential

credit policies in the presence of market imperfections. Using firm-level data, we first

empirically establish that sectors with higher markups are also those enjoying prefer-

ential credit subsidy. Disciplined by these empirical findings, we develop a multi-sector

model featuring sectoral markup heterogeneity and endogenous firm entry and exit. We

show that sector-specific preferential credit policies can be used to improve aggregate

productive efficiency by reducing sectoral markup dispersion, despite the inefficiency

introduced by allowing for less productive firms to enter and survive without exiting.

We quantify the effect of preferential credit policy on aggregate TFP through the two

opposite channels.
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1 Introduction

Many emerging and advanced economies adopt preferential credit policies as a kind of in-

dustrial policy towards selected sectors and firms. At first glance, the wide adoption of such

policies might be puzzling from the standard view on resource misallocation, since they may

exacerbate credit misallocation across sectors and entail efficiency loss by allowing inefficient

firms to enter and stay in the economy. What are the economic rationales behind preferential

credit policies? What are the impacts of such policy interventions on aggregate productive

efficiency? Answers to these questions not only help to shed light on the role of such policies

in emerging economies, but also help to understand to what extent policymakers should

intervene to support specific industries.

This paper attempts to address these questions using China as a laboratory. China has

arguably spent much more in helping favored industries with cheap loans than other major

economies. According to Dipippo, Mazzocco and Kennedy (2022), China’s industrial policy

spending amounted to at least 1.73 percent of GDP in 2019, with below-market-rate bank

credit being the largest component (0.52 percent of GDP), much larger than the scale of

Japan (0.22 percent of GDP), the second-largest spender. In addition, China’s preferential

credit policy covers various industries from photovoltaics and LCD panels in the early 2000s

to electronic vehicles more recently.

These policies have helped to increase the competitiveness of specific sectors, although

those subsidized sectors often suffer from inefficient entry and exit. A prominent example is

China’s electric vehicle (EV) industry. The Chinese government designated electric vehicle

(EVs) as a “strategic emerging industry” in 2009 and began flooding the sector with subsidies.

The sector has met the government’s targets after a decade. China’s EV sales accounted

for nearly 60% of global EV purchases. In 2023, China surpassed Japan as the world’s

top exporter, with China’s BYD ousting Tesla as the world’s top seller of EVs in 2023Q4.1

On the other hand, the EV industry has long been troubled with low profit margins due

to inefficient entry and exit. In 2014, for example, more than 80,000 companies registered

in China to enter the EV sector, more than doubling the previous year’s number of new

registrants. As a result, despite strong sales growth, many domestic EV makers, including

those top sellers, have long experienced profit losses and have relied on government subsidies

to survive.2

1Another example is the LCD panel industry. In 2021 China took half of the world’s market share in
TFT-LCD panel production. In contrast, at the beginning of the 21st century, China relied entirely on
imports of TFT-LCD panels for LCD TV production.

2For example, in 2022, three of the top ten EV manufacturers, Nio, Xpeng, and Li Auto, experienced
profit losses of 14.4 billion yuan, 9.14 billion yuan, and 2.01 billion yuan, respectively. In 2020, Nio received
a nearly $1 billion bailout from state-backed investors.
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In this paper, we study how China’s sector-specific preferential credit policies affect its

aggregate productive efficiencies from both empirical and theoretical perspectives. We find

that empirically, sectors with higher markups are those that enjoy preferential credit sub-

sidies, which turn out to also have higher zombie firm ratios. Disciplined by this empirical

finding, we develop a quantitative theory with sectoral markup heterogeneity and endoge-

nous firm entry and exit. We show in such a framework that the preferential credit policy

may be used as a second-best policy to alleviate the resource misallocation due to sectoral

markup heterogeneity. The adoption of such policy, however, faces a trade-off between the

efficiency gain by reducing the misallocation due to markup dispersion and the efficiency loss

due to inefficient entry and exit.

In our empirical exercise, we establish the causal relationship between markup and credit

subsidy, and the relationship between credit subsidy and the zombie ratio. Specifically,

we first estimate firm-level markups and credit subsidies using firm-level data from the

Annual Survey of Industrial Firms (”ASIF” henceforth). We then estimate the elasticity

of credit subsidy to markup. To address the concern of reverse causality, we construct

Bartik instruments using provincial-sector level markups. The estimated coefficient suggests

a significant positive relationship between credit subsidy and markup. We further estimate

the causal relationship between credit subsidy and zombie ratio at the sectoral level using

the official lending rate as an instrument. We find robust evidence that higher credit subsidy

leads to higher zombie ratio at the sectoral level.

To explain our empirical findings, we develop a multi-sector model in which preferential

credit subsidies are positively related/linked to sectoral-level markups. Our model incorpo-

rates two key ingredients. The first key ingredient is sectoral-level markup heterogeneity,

which generates intersectoral capital misallocation. Without credit subsidies, industries with

above-average markups, i.e., those enjoying higher profit margins, tend to under-produce

while industries with below-average markup tend to overproduce relative to the first-best

case. This gives an incentive for well-intended governments to subsidize these industries

with higher markups to equalize the marginal product of capital across industries. The sec-

ond key ingredient is endogenous firm entry and exit for each industry. An industry’s TFP

level hence depends endogenously on the cut-off value of productivity for its firms to enter

and exit, which in turn depends on the credit subsidy that the industry receives.

We show in such a framework that the industrial policy with heterogeneity in credit

subsidy across industries simultaneously affects the dispersion of marginal revenue product

of capital and the distribution of TFP across industries. Credit subsidy to industries with

higher markups, on the one hand, reduces the dispersion of marginal revenue product of

capital across industries, thus, improving allocative efficiency. On the other hand, such
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credit subsidy undermines the sectoral production efficiency by lowering the productivity

threshold for a firm to enter and exit. In other words, the industrial policy with credit

subsidy towards sectors with higher markups gives rise to a tradeoff between cross-sector

capital misallocation and within-sector inefficient entry and exit.

To quantify the effects of preferential credit subsidy, we parameterize the credit subsidy

scheme as a function of sectoral markup. We decompose the overall effect of preferential

credit subsidy into two offsetting effects. First, an increase in the elasticity of credit subsidy

to markup increases aggregate TFP by reducing the dispersion of marginal revenue product of

capital due to markup dispersion. Second, it reduces aggregate TFP by increasing inefficiency

in entry and exit. By calibrating our economy to China’s firm-level data, we find that China’s

preferential credit subsidy policy leads to a significant increase in aggregate TFP relative

to the laissez-faire economy, depsite that, compared with the second best policy, it over-

subsidizes those sectors with high markups.

Our paper contributes to the growing literature on the role of industrial policy on emerg-

ing economies (e.g., Liu (2019) and Kim, Lee and Shin (2021)). The seminal work of Liu

(2019) shows that when the downstream sectors suffer from market imperfections (e.g. due

to financial constraint), the distortions pass through the upstream sectors by reducing the

demand for intermediate inputs below the first-best level. This provides justification for

the industrial policy in Korea and China to subsidize the upstream sectors as a second-best

policy. Our paper complements Liu (2019) along several main dimensions. First, rather

than focusing on distortions on the demand of the intermediate inputs due to frictions in

the downstream sectors, we highlight the distortion on the supply of intermediate inputs as

an outcome of sectoral markups to justify the preferential credit policy. Second, the market

imperfections in Liu (2019) are generic and modeled as reduced-form wedges, while both

our empirical evidence and theory highlight sectoral markup heterogeneity as a key friction

for well-intended governments to intervene. Third, we examine the trade-off of such policy

intervention in the context of firm dynamics and capital misallocation, an issue silent in Liu

(2019). Our paper is also related Kim, Lee and Shin (2021), which shed lights on the trade-

off of industrial policy. Using plant-level output and productivity data, Kim, Lee and Shin

(2021) find that Korean government’s policy of promoting heavy and chemical industries in

the 1970s caused output and input use of targeted industries/regions to grow significantly

faster than those of non-targeted ones. However, total factor productivity did not increase

because the misallocation of resources across plants within targeted industries/regions got

significantly worse. In our paper, the trade-off of industrial policy shows up as an exacebation

of sectoral TFP due to inefficient entry and exit.

Our paper also contributes to the extensive literature on resource misallocation, espe-
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cially from the perspective of China.3 Using a structural model with reduced-form wedges,

the seminal work of Hsieh and Klenow (2009) find large potential aggregate TFP gains from

eliminating misallocation.4 More recent work seek to quantify the role of financial frictions or

policy distortions in aggregate TFP by discussing resource misallocation at the intensive and

extensive margins. Using China’s plant-level data, Midrigan and Xu (2014) argue that finan-

cial frictions do not generate sizable losses in aggregate TFP from misallocation, but from

inefficient technological adoptions and barriers to entry. Wu (2018) estimates that policy

distortions caused a large portion of capital misallocation, which accounted for the major-

ity of the aggregate TFP loss. David and Venkateswaran (2019) shows that size-dependent

policies or financial imperfections might be important sources of capital misallocation in

China. Most papers in this literature assume different sources of distortions, either mar-

ket imperfections or policy distortions, are independent from each other.5 Accordingly, the

first-best solution would be a completely removal of policy distortions or undo financial fric-

tions created by preferential credit policy. By contrast, we argue that in the presence of

market imperfections, a common feature in emerging economies, industrial policy, though

distortive in nature, could be used to partially offset resource misallocation caused by market

imperfections.

Finally, our paper relates to the recent literature on markup dispersion as a source of

resource misallocation. Edmond, Midrigan and Xu (2015) shows that by exposing producers

to greater competition, international trade may reduce markup dispersion thereby reduc-

ing misallocation and increasing aggregate productivity. Edmond, Midrigan and Xu (2023)

study the welfare costs of markups in a dynamic model with heterogeneous firms and en-

dogenously variable markups. They show that efficient allocation can be implemented by a

specific nonlinear schedule of direct subsidies with two components, a uniform component

that subsidizes all firms and that can be used to eliminate the aggregate markup, and a

size-dependent component that used to eliminate misallocation. Our paper complements

to the above studies by focusing on preferential credit subsidies as a second best policy to

eliminate productivity dispersion caused by markup heterogeneity.

The rest of the paper is structured as follows. Section 2 establishes the empirical linkage

between markup, credit subsidy and zombie ratio. Section 3 presents the model. Section 4

analyzes the role of preferential credit subsidy for aggregate TFP. Section 5 concludes.

3See Restuccia and Rogerson (2017) for an extensive review of this literature.
4Yang (2021), by extending the static framework of Hsieh and Klenow (2009) to a dynamic setting with

endogenous occupation choices, shows that with endogenous selection, microfrictions can induce extensive
margin misallocation among firms, as the composition of firms is shifted toward unproductive active firms.

5The literature has long argued that idiosyncratic distortions may well be correlated with the micro-level
physical productivity, though. See, for example, Guner, Ventura and Xu (2008) and Restuccia and Rogerson
(2008)
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2 Empirical linkage between sectoral markup, credit

subsidy, and zombie ratio

This section provides empirical evidence that disciplines our theoretical framework in the

following sections. Specifically, we would establish the causal effect of sector-level markups

on the average credit subsidy that the sector receives and the relationship between credit

subsidy and zombie ratio at the sectoral level. Section 2.1 provides the details of constructing

the data needed for our empirical investigation. In Section 2.2, we provide empirical linkage

between markup and credit subsidy. Section 2.3 establish the linkage between credit subsidy

and zombie ratio at the sectoral level.

2.1 Data Construction

The main dataset used for the markup calculation comes from the firm-level data (1998-

2007) in the Annual Survey of Industrial Firms (ASIF) conducted by the National Bureau

of Statistics of China. The dataset covers non-state-owned enterprises (non-SOEs) with

annual sales of 5 million Chinese Yuan and all state-owned enterprises (SOEs). It is the

most comprehensive firm-level dataset in China in terms of both firm and year coverage.

Following the literature, we compute the firm-level markups as the output elasticity of

intermediate inputs divided by their cost share. The cost share of intermediate inputs can

be directly calculated using the information in the dataset (expenditure on intermediate

materials and sales revenue). To obtain the output elasticity of intermediate inputs, we

estimate the production function at the four-digit sector level.6 We then follow the procedure

in De Loecker and Warzynski (2012) to obtain consistent estimates of the output elasticity.

Appendix B provides the details of the estimation of firm-level markups.

After obtaining the firm-level markup for individual firm i at year t, denoted as µi,t, we

aggregate them to the four-digit sector level to construct the sector-level markups, denoted

as µs,t for sector s, for all 421 manufacturing industries in our dataset. In particular, using

firms’ output shares
yi,t∑
i∈s yi,t

as weights, we calculate the markup of sector s at year t as the

weighted average of firms’ markups within that sector:

µs,t =

∑
i∈s
(
yi,tµi,t

)∑
i∈s yi,t

, (1)

We now compute the credit subsidy a firm receives. While the amount of credit subsidies

firm receive are not directly reported in the ASIF data, it can be inferred from the difference

6See Appendix A for details.

6



between the minimum required interest rate based on the market rate and the effective

interest rate. Following Caballero, Hoshi and Kashyap (2008), we compute the minimum

required interest rate a firm i faces at year t as the weighted average of the short-term and

midium-to-long-term benchmark lending rates.

Ri
t = rst−1

BSi
t−1

Bi
t−1

+

(
1

5

5∑
j=1

rlt−j

)
BLi

t−1

Bi
t−1

,

where BSi
t−1 and BLi

t−1 denote short-term (less than one year) and midium-to-long-term

bank loans, respectively, held by firm i at year t − 1. rst and rlt are the average short-

term and long-term benchmark interest rates, respectively. Bi
t = BSi

t−1 +BLi
t−1 is the total

external liabilities of the firm at year t.7 Following the calculation in Liu (2019), the effective

lending interest rate, denoted as EIRi
t =

IntExpit
Bi

t
is the ratio of the actual expenditure on

interest reported by firms to their total external liabilities, conditioned on reporting positive

interest payments.

With both minimum required interest rate and effective interest rate firm i faces at year

t, the credit subsidy it receives at year t, denoted as τ it, can then be computed as

τ it = 1− EIRi
t/R

i
t (2)

We also construct the zombie ratio for a sector. To this end, we first use the so-called FN-

CHK method, proposed by Caballero, Hoshi and Kashyap (2008) and Fukuda and Nakamura

(2011), to identify whether a firm is a zombie. This method has been widely used in the

literature to identify zombie firms.8 Appendix C provides details of identification of zombie

firms under this approach. We then construct zombie ratios as at the 4-digit sectoral level

by dividing the total number of zombie firms by the total number of firms in the sector.

Table 1 reports the summary statistics for all variables used in our empirical regressions.

2.2 Linkage between markup and credit subsidy

In this section, we estimate the effects of sector-level markup on the credit subsidy a firm

receives. Our hypothesis is as follows: the government tends to provide more credit subsidy

to firms in sectors that enjoy higher profit margins to encourage firms in those sectors to

expand their production scale. We conduct the following regression

7In the calculation of benchmark lending rate, we try various selections and combinations of official bank
lending rates corresponding to different loan terms. The results remain robust.

8See, for example, Tan et al. (2017) for the application of this method for China.
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log (1− τ is,t) = β0 + β1µs,t + β2Xs,t + αs + αt + ϵis,t. (3)

where τ is,t is the subsidy rate for firm i in sector s at time t, µs,t is the 4-digit sectoral markup

(logrithmically transformed), αs, αt and ϵis,t are the sector fixed effect, year fixed effect and

the error term, respectively. Since credit subsidy at firm level might be affected by a firm’s

export status and ownership type, we include sector-level export share and SOE share as

additional control variables X i
s,t. The coefficient of interest is β1, which captures the average

effect of the markup on firms’ credit subsidy rate at the sector level.

To alleviate the potential endogeneity problem, we employ the following estimation tech-

niques: First, we keep the dependent variable at the firm level while the markup variable at

the sector level to mitigate the reverse causality problem. Second, to reduce the endogeneity

concerns from unobserved confounders, we employ the Bartik instrument approach in esti-

mating equation (3). Following the standard decomposing approach, we can decompose the

sector-level weighted average markups (µs,t) into sector-province-level markups (µs,p,t) and

their corresponding sector-province-level output shares (ws,p,t):

µs,t ≡
∑
p

ws,p,t × µs,p,t

The decomposition above is an accounting identity, which does not require specific as-

sumptions. Based on this identity, the Bartik instrument is available as long as the individual

components are observable. The firm-level dataset provides the possibility to calculate the

components needed for instrumental variable construction. Specifically, the Bartik instru-

ment (zBI
s,t ) can be constructed as the inner product of the sector-province-level output share

in an initial year (ws,p,0) and the province-level markups µp,t at year t

zBI
s,t =

∑
p

ws,p,0 × µp,t.

Following the convention in instrument construction (Goldsmith-Pinkham, Sorkin and Swift,

2020), we choose the share of a province p’s output in sector s in the year 1998 as the

predetermined provincial share in the Bartik instrument as it is the starting year in our data

sample. By focusing on the differential impact of nationwide trends on distinct provinces,

the instrument constructed above removes the variation in markups due to province-specific

changes in sectoral structure or markup levels.

To estimate the regression in equation (3) using the constructed Bartik instrument, we

implement a two-stage least squares (2SLS) estimation. The first-stage regression tests the

relevance condition, which is typically satisfied for the Bartik instrument due to the way the
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instrumental variable is constructed.

µs,t = βF
0 + βF

1 z
BI
s,t + βF

2 Xs,t + αs + αt + ϵFs,t

The 2SLS estimator can then be obtained by regressing log (1− τ is,t) onto the first-stage

fitted value µ̂s,t as shown below.

log (1− τ is,t) = βS
0 + βS

1 µ̂s,t + βS
2Xs,t + αs + αt + ϵSs,t. (4)

Alternatively, we can estimate the following reduced-form regression, which gives a coefficient

estimate quantifying the impact of the instrumental variable. The elasticity of credit subsidy

to markups (βS
1 ) can then be calculated using the reduced-form coefficient (βR

1 ) divided by

the estimated coefficient (βF
1 ) in 2SLS estimation, i.e., βS

1 = βR
1 /β

F
1 .

log (1− τ is,t) = βR
0 + βR

1 z
BI
s,t + βR

2 Xs,t + αt + ϵRs,t. (5)

Table 2 presents the estimation result of β1 for both OLS and IV regressions of equa-

tion (3). Column (1) shows that under OLS regression, the estimated β1 is insignificant. On

the other hand, the positive and statistically significant estimate (βF
1 = 0.631) suggests that

the relevant condition is satisfied for the Bartik instrument. The second-stage coefficient

estimate can be obtained through the calculation of dividing the reduced-form estimate by

the first-stage estimate (βS
1 = βR

1 /β
F
1 = −0.408/0.631 = −0.648), which is the same estimate

given in column (4). The comparison of the IV estimate and the OLS estimate suggests that

the endogeneity issue bias the OLS estimate, which is positive and insignificant. A possible

reason for the insignificance under OLS regression is that while a higher markup or profit

margin leads to higher credit subsidy, higher credit subsidy tends to encourage more firms

to enter, which reduces the sectoral-level average markup.

In summary, our empirical finding establishes a positive relationship between markup

and credit subsidy at the sector level.

2.3 Linkage between credit subsidy and zombie ratio

We now establish the empirical linkage between credit subsidy and zombie ratio at the

sectoral level. Our hypothesis is that higher credit subsidy towards a sector tends to create

more zombie firms at the sectoral level. This is because credit subsidy tends to benefit all

firms in a sector, including those unproductive ones, thus encouraging those unproductive

firms to stay, rather than exiting the market.

To examine this hypothesis, we run sector-level regressions to estimate the causal effects
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of credit subsidy on zombie ratio, controlling again the SOE share and export share. In

reality, a higher zombie ratio may compel banks or government to provide a subsidized

interest rate to keep firms surviving. To alleviate this potential reverse causality, we use the

official lending rate as an instrument for τ in IV estimation. We use both the calculated

credit subsidy (2) and its predicted value from the regression (4) as regressors.

Table 3 reports the estimated coefficients on various measures of credit subsidy. In

Columns (1) and (2), both the estimated coefficients on the calculated τ are positive, sug-

gesting that higher credit subsidy toward a sector would lead to higher zombie ratio. Columns

(3) and (4) use the predicted τ as regressors. Again, the estimated coefficients on τ is pos-

itive and significant at 1 percent level. The point estimate in column (3) suggests that a

one-percentage-point increase in credit subsidy τ would lead to a 1.885 percentage increase

in zombie ratio.

In summary, our empirical findings suggest that higher credit subsidy would lead to

higher zombie ratio at the sectoral level.

3 A Model of Preferential Credit Policy

We present a stylized model, which is disciplined by our empirical findings in the previous

section on the relationship between markup and credit subsidy at the sector level. We use

this model to explore the effects of preferential credit policy on aggregate TFP. Compared

with Hsieh and Klenow (2009), our model has two distinct features: i) multiple sectors with

heterogeneous markups of firms across sectors and ii) endogenous entry and exit of firms and

thereby endogenous sectoral-level TFP. To focus on resource misallocation across sectors, we

abstract from within-sector firm-specific distortions. Section 3.1 describes the model envi-

ronment and Section 3.2 characterizes firms’ entry and exit decision. Section 3.3 aggregates

the economy and Section 3.4 analyzes the determinants of sector-level productivity.

3.1 Environment

We consider a partial equilibrium model, taking the supply side of capital as exogenous,

to emphasize the decisions on firms’ demand for capital. To be specific, the rental price of

capital (interest rate) and the government credit subsidy rate are taken as exogenous.

Firms operate in multiple sectors. To highlight capital misallocation and keep the model

as simple as possible, we assume that firms only use capital to produce output. All firms

rent capital for production.
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Sectors There are S sectors and each sector produces an intermediate composite good ys.

The final good Y is a CES aggregate of the S intermediate composite goods:

Y =

(
S∑

s=1

ys
η−1
η

) η
η−1

, (6)

where η is the elasticity of substitution among intermediate composite goods. In each sector

s, there exists a continuum of firms and each firm i produces a differentiated product/variety

ys(i). Differentiated products are transformed into the intermediate composite goods accord-

ing to the following CES technology:

ys = N
1

1−εs
s

(∫
i∈Is

ys(i)
εs−1
εs di

) εs
εs−1

, (7)

where i is the index for an active firm, Is is the set of active firms in sector s, and Ns

is the mass of active firms in sector s.9 In particular, εs, which governs the markup, is

sector-specific.

The markets of the final good Y and of the intermediate composite goods {ys}Ss=1 are

perfectly competitive. As a result, the demand function for an intermediate composite good

is given by

ys =
(ps
P

)−η

Y , (8)

where ps is the price of intermediate composite good s and P =
(∑S

s=1 (ps)
1−η
) 1

1−η
is the

price of the final good. The demand curve for a differentiated product in sector s is given by

ys(i) =

(
ps(i)

ps

)−εs ys
Ns

, (9)

where ps(i) is the price of differentiated product i in sector s

ps =

(
1

Ns

∫
i∈Is

(ps(i))
1−εs di

) 1
1−εs

. (10)

Firms Firm i in sector s has access to the following AK production technology:

ys(i) = as(i)ks(i), (11)

9The term N
1

1−ε
s in (7) is to consider “no gain-to-variety”. Under the alternative assumption that N

1
1−ε
s

is absent in (7), the conclusion of our model does not change.
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where as(i) is firm-specific productivity and ks(i) is variable capital input. For production

to be operative, firms need to incur an overhead cost paid in terms of capital goods, denoted

as k̄. Firms rent capital at an exogenous interest rate R. The government provides sector-

specific credit subsidies at rate τ s, and thus, the effective rental rate is R(1− τ s). It can be

shown that the cost function for a firm with productivity as(i) is given by

c(ys(i); as(i), τ s) = mcs (i) ys(i) + cfs,

where the marginal/average cost mcs (i) =
R(1−τs)
as(i)

and the fixed cost cfs = R(1− τ s)k̄.

Hence, firm i in sector s solves the following static profit maximization problem for each

period:

max
ps(i),ys(i)

(ps(i)−mcs (i))ys(i)− cfs s.t. ys(i) =

(
ps(i)

ps

)−εs ys
Ns

.

The optimal price is a constant markup multiplying the marginal cost:

ps(i) = µsmcs (i) =
µs(1− τ s)R

as(i)
, (12)

where µs =
εs

εs−1
is the sectoral markup over the marginal cost. The firm’s profit is given by

πs(as(i), τ s) = Λs ·
(

as(i)

R(1− τ s)

)εs−1

− cfs, (13)

where Λs ≡ (µs − 1)µ−εs
s pεss

ys
Ns
.

3.2 Entry and Exit

We now consider a firm’s entry and exit decision. Such decisions endogenize two variables for

any sector s: the productivity cutoff as above which a firm will produce and otherwise not,

and the total mass of active firmsNs. To reduce notational clutter without causing confusion,

for the remaining of Section 3.2, we drop the sector index subscript s in notations; e.g., ai

means as(i) and τ means τ s.

To introduce endogenous exit, we assume for simplicity that a firm’s productivity may

shift across two states, i.e, normal state and low state. A firm i always starts with the normal

state, in which the productivity level is ai drawn from an initial productivity distribution

upon entry. In each period, with probability 1− q, a firm switches to the low state, in which

the productivity becomes ρai with ρ < 1. The low state is an absorbing state in the sense

that once a firm is in such a state, it will stay there forever. A firm will endogenously choose

to exit if the value of running the business falls below zero. Furthermore, active firms also
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face an exogenous “death” shock with probability 1− ϕ.

Firm Exit A firm will be active if and only if π(ai, τ) ≥ 0, which, for any given credit

subsidy τ , determines a productivity cutoff a that satisfies

π(a (τ) , τ) = 0. (14)

Based on their productivity levels upon entry (i.e., in the normal state), we can divide firms

within a sector into three types:

1. Firms with ai < a(τ) in the normal state Those firms will not produce even in the

normal state and its value function in the normal state is

vN(a; τ) = 0.

2. Firms with ai ∈
[
a(τ), a(τ)

ρ

)
in the normal state Those firms will produce in the

normal state but will choose to exit after entering the low state. The value function of

such a firm in the low state is vL(ρa; τ) = 0 and the value function in the normal state

is vN(a; τ) = π(a; τ) + βϕ[q vN(a; τ) + (1− q)vL(ρa; τ)], which implies that

vN(a; τ) =
π(a; τ)

1− βϕq
.

3. Firms with ai ≥ a(τ)
ρ

in the normal state Those firms will produce in the normal state

and will choose not to exit even after they enter the low state. The value function of

such a firm in the low state is vL(ρa; τ) = π(ρa; τ) + βϕvL(ρa; τ), that is, vL(ρa; τ) =
π(ρa;τ)
1−βϕ

. The value function in the normal state is vN(a; τ) = π(a; τ) + βϕ[q vN(a; τ) +

(1− q)vL(ρa; τ)], which implies that

vN(a; τ) =
π(a; τ)

1− βϕq
+

βϕ(1− q)π(ρa;τ)
1−βϕ

1− βϕq
.

Firm Entry To enter the market, a firm has to pay an entry cost ce in terms of final

goods. After paying the entry cost, the firm draws a productivity from a distribution G(a)

and starts to produce next period. The free entry condition states

β

∫
vN(a; τ)dG(a) ≤ ce. (15)

In equilibrium, the free entry condition (15) holds as equality.
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Without loss of generality, we assume that G(a) is Pareto with tail parameter γ, that is,

G(a) = 1 − a−γ. Accordingly, a firm’s expected value function in the normal state can be

expressed as

EvN(a; τ) = χ
cf
aγ

where χ ≡ ρ(ε−1)(1−βϕ)−β(1−q)ϕργ+1(γ−ε+1)+βγ(1−q)ϕργ+ε

ρ(1−βϕ)(γ−ε+1)(1−βqϕ)
is determined by exogenous model pa-

rameters, and we have used the result π(a, τ) = cf

[(
a
a

)ε−1

− 1

]
by Λ ·

(
a

R(1−τ)

)ε−1

= cf

based on (14). Then, (15) implies βχ
cf
aγ

= ce, that is,

a =

(
βχcf
ce

) 1
γ

=

(
βχR(1− τ)k̄

ce

) 1
γ

, (16)

Note that a in (16) need to be equal to a(τ) defined in (14) in equilibrium. Equation (16)

shows that the level of cutoff productivity decreases with the credit subsidy rate τ : a higher

credit subsidy would encourage firms with lower productivity to remain in production, rather

than exiting compared with the case without credit subsidy.

Aggregate Firm Dynamics There are two groups of active firms in sector s: 1) those in

the normal state and 2) those in the low state. Recall that active firms’ productivity must

satisfy ai ≥ a (τ). Suppose the productivity of those in the normal state follows the Pareto

distribution G̃(a) = 1− (a/a)−γ in the support a ∈ [a,+∞). Then, among them, those with

productivity a ∈ [a/ρ,+∞) will still stay in the sector after entering the low state; when

this happens, their productivity distribution becomes a′ = aρ ∼ G̃(a′) = 1− (a′/a)−γ in the

support a′ ∈ [a,+∞). That is, after the negative productivity shock, those who enter the

low state and stay have the same distribution in productivity as those in the normal state.

We focus on the stationary equilibrium, in which for any given sector the mass of firms

in the normal state and the mass of firms in the low state remain constant over time. Let

Nn
s be the mass of firms in the normal state, N l

s be that in the low state, and Ns = Nn
s +N l

s

be the total mass of active firms in sector s. We can derive the total mass of active firms in

sector s by plugging Equation (16) into (14):

Ns = (µs − 1)µ−εs
s pεss (R(1− τ s))

1−εs ·
(
βχs

ce

) εs−1
γ

c
εs−1−γ

γ

fs ys, (17)

which implies that higher credit subsidy leads to a larger number of active firms in that

sector.
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In stationary equilibrium, the inflow-outflow balance of low-state firms implies that

Nn
s ϕ(1− q)

1−G(as/ρ)

1−G(as)︸ ︷︷ ︸
transformed from “normal” firms

= N l
s(1− ϕ)︸ ︷︷ ︸

exogenous exit

. (18)

Combining (17), (18), and Ns = Nn
s + N l

s, we can pin down Ns, N
n
s , and N l

s. Also, in the

stationary equilibrium, the mass of new entrants equals the mass of “normal” firms that

exit the market or become “low” firms, by which we can determine the mass of firms who

participate in drawing the productivity lottery, N e
s :

N e
s (1−G (as)) = Nn

s (1− ϕ)︸ ︷︷ ︸
exogenous exit

+ Nn
s ϕ(1− q)︸ ︷︷ ︸

endogenous exit or becoming “low” firms

,

where N e
s (1−G (as)) is the mass of new entrants with productivity above the cutoff pro-

ductivity, i.e., those entrants that are operative. Recall that some firms pay entry cost but

choose not to operate if its productivity draw is sufficiently low. Note that Nn
s ϕ(1 − q) =

Nn
s ϕ(1− q)

G(as/ρ)−G(as)

1−G(as)
+N l

s(1−ϕ), including those firms (with productivity [as, as/ρ] upon

entry) that have entered the low state, and those “low” firms that exit exogenously.

3.3 Aggregation

Plugging Equation (12) into(10) and rearranging, we derive the sectoral price

ps = µsR(1− τ s)

(∫ ∞

a=as

aεs−1dG̃(a)

) 1
1−εs

= µs

R(1− τ s)

ās
, (19)

where G̃(a) = G(a)−G(a)
1−G(a)

is the productivity distribution of incumbent firms, and

ās ≡

(∫ ∞

a=as

aεs−1dG̃(a)

) 1
εs−1

(20)

is the weighted power mean productivity of a sector s. In the next section, we show that ās

is equal to the TFP of sector s.

The aggregate profit of firms in sector s is given by

Πs =

∫
i∈Is

πs(as(i), τ s)di = Nsπs(ās, τ s),
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where the second equality is obtained by plugging (13).10 The above equation suggests that

the profit of individual firms (Πs/Ns) is positively affected by the TFP of the sector. Thus,

an increase of the credit subsidy to a specific sector tends to decrease the average profitability

of the sector.

The aggregate demand for variable capital inputs in sector s is

Ks =

∫
i∈Is

ks(i) di,

For a given interest rate R and subsidy scheme τ = {τ s}Ss=1, the aggregate demand for

capital in the economy is

K =
S∑

s=1

(
Ks + k̄Ns

)
.

Comment on Equilibrium Similar to Hsieh and Klenow (2009), our model adopts a

partial equilibrium framework with a focus on production. We specifically examine capital

(mis)allocation on the supply side (i.e., firms) whose efficiency is measured by aggregate

TFP, abstracting away from the demand side (i.e., households). For a given aggregate de-

mand Y , we can determine how much output each sector produces and how much input (in

terms of capital goods) each requires. We can then calculate the TFP by Y/K. The aggre-

gate production function features constant returns to scale and behaves like AK technology,

where A is endogenously determined by both between-sector and within-sector resource al-

location efficiency. As we will see in Section 4, capital goods are inefficiently allocated due

to the monopoly markup in the product market and the credit subsidy in the factor market;

however, a proper credit policy can mitigate TFP loss in the presence of sectoral markup

heterogeneity.

3.4 Sector-level Productivity

The physical productivity of a sector can be defined as

TFPs ≡
ys
Ks

,

Lemma 1 The physical productivity of a sector equals to its average productivity

TFPs = ās. (21)

10See Appendix D for the detailed derivation.
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Proof : See Appendix D.

Plugging G̃(a) = 1− (a/a)−γ into equation (20) and rearranging yields

ās =

(
γ

γ − εs + 1

) 1
εs−1

as. (22)

Equation (22) implies that the physical productivity of a sector s is proportional to its cutoff

productivity as. Together with equation (16), it implies that an increase in credit subsidy

reduces a sector’s TFP.

We now derive the revenue-productivity for a sector. The marginal revenue product of

capital (MRPK) for firm i in sector s is given by

MRPKs(i) ≡ ps(i)as(i) = µs(1− τ s)R,

where the second equality is obtained by plugging (12). Note that MRPK is homogeneous

across all firms within a sector. Recalling (19), the price index of sector s is given by

ps =
µs(1− τ s)R

ās
,

which implies that the revenue productivity of a sector s is given by

TFPRs ≡ psās = µs(1− τ s)R.

Note that since we abstract from labor and the production function is linear in capital, it

follows that MRPKs=TFPRs for all s.

Overall, for a given subsidy scheme τ = {τ s}Ss=1, we can find out the distribution of

the marginal revenue product of capital, {MRPKs}Ss=1 (which is also {TFPRs}Ss=1), and the

sectoral-level TFP, {ās}Ss=1.

4 Implications for Aggregate TFP

In this section, we analyze the determinants of aggregate TFP. Section 4.1 illustrates aggre-

gate TFP as a function of preferential credit subsidy in a two-sector economy with different

markups. Section 4.2 then parameterizes preferential credit subsidy as a loglinear function

of sectoral markups in our baseline economy with mutiple sectors and provides a decomposi-

tion of aggregate TFP. Section 4.3 calibrates our baseline economy to Chinese economy and
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Section 4.4 provides a quantitative analysis of optimal preferential credit policy in such a

framework.

4.1 An Illustrative Example

In this section, we illustrate with a numerical example of a two-sector economy how the

level of credit subsidy towards the sector with higher markups influences aggregate TFP.

Specifically, Sector 1 is monopolistically competitive and Sector 2 is perfect competitive.

For Sector 1, therefore, the markup µ1 = 1, and for Sector 2, we set it as µ2 = 4
3
. We

normalize the credit subsidy in Sector 1 to be zero (τ 1 = 0) and study the optimal credit

subsidy to Sector 2 (τ 2).

If the entry and exit is not allowed (in which case the sector-level productivity ās is

exogenous), the optimal subsidy policy τ 2 is set to counteract the markup effect; that is, the

optimal subsidy policy is such that in equilibrium the marginal revenue product of capital,

{MRPKs}2s=1, is homogeneous across sectors. Hence, in this numerical example, the optimal

policy is to set the subsidy ratio for the monopolistically competitive sector as τ 2 =
1
4
. This

way, the MRPK for the monopolistically competitive sector is given by µ2R(1 − τ 2) = R,

the MRPK of the perfectly competitive sector. However, with endogenous entry and exit,

there is an extra cost associated with subsidy, i.e., lowering the average productivity of the

subsidized sector. So the optimal subsidy should be lower under the case of endogenous

entry and exit than under the case of no entry or exit.

To show the result formally, we define “net” aggregate TFP (total output over total

capital stock net of overhead fixed costs) as

TFPn ≡ Y

Kn
,

where Kn =
∑2

s=1Ks is the total amount of capital excluding overhead fixed costs. Figure 1

shows the TFP gain as a function of the subsidy ratio for the monopolistically competitive

sector, i.e., TFP gain (%) = log(TFP(τ 2))− log(TFP(τ 2 = 0)) as a function of τ 2. For each

panel, which corresponds to different papameter values of η, the elasticity of substitution

across sectors, there exists an optimal subsidy ratio. For example, when η = 0.5, aggregate

TFP is hump-shaped in our benchmark economy with endogenous entry and exit, with the

optimal credit subsidy to sector 1 around 0.15, under which aggregate TFP peaks at 0.5%.

By contrast, in the economy without firm entry and exit, the optimal credit subsidy to sector

1 equals to 0.25, much higher than that in the benchmark economy. This suggests that in

the economy with endogenous entry and exit, credit subsidy generates the efficiency loss by

allowing inefficient firm to remain in production. Thus, the optimal credit subsidy trades
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off the efficiency gain due to reduction in markup dispersion and the efficiency loss in the

sector enjoying credit subsidy.

It is interesting to see how η, the elasticity of substitution across sectors, affects the gap

in the optimal subsidy ratio. Under the case with endogenous entry and exit, the optimal

credit subsidy is smaller under a smaller η.11 Intuitively, the smaller η is, the smaller gains

from equalizing TFPR, which can been see from a much lower aggregate TFP gain with the

optimal credit subsidy under the case η = 0.5 relative to the case η = 2 (0.5% versus 2%). A

smaller potential TFP gain causes the optimal credit subsidy rate to be lower to offset the

efficiency loss due to endogenous firm entry and exit.

4.2 Aggregate TFP in the multi-sector economy

In this section, we generalize our analysis of the role of preferential credit subsidy on ag-

gregate TFP in the multi-sector economy, which will be used to calibrate to the Chinese

economy in the next section. We first analyze the impacts of credit subsidy on net aggregate

TFP, followed by their impacts on aggregate TFP, which takes into account efficiency loss

due to overhead fixed costs.

To begin with, we first characterize the aggregate TFP for a given markup distribution

µ = {µs}
S
s=1 and a given subsidy scheme τ = {τ s}Ss=1.

Plugging (8) into (6), we can rewrite the final output as

Y =

(
S∑

s=1

(ps
P

)1−η
) η

η−1

Y . (23)

The total net demand for capital (net of fixed capital inputs) is given by

Kn =
S∑

s=1

Ks =
S∑

s=1

ys
ās

=
S∑

s=1

(ps
P

)−η

Y
1

ās
, (24)

where the second equality is obtained using the sector-level aggregate production function

ys = āsKs and the third equality is obtained by plugging (8).

With (23) and (24), the (net) aggregate TFP can be measured as

TFPn ≡ Y

Kn
=

(∑S
s=1

(
ps
P

)1−η
) η

η−1
Y∑S

s=1

(
ps
P

)−η
Y 1

ās

=

(∑S
s=1 p

1−η
s

) η
η−1∑S

s=1 p
−η
s

1
ās

.

11Without firm entry and exit, the optimal credit subsidy rate, 1/4, is the same across different values of
the η.
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Plugging (19) into the above equation, we have

TFPn =

(∑S
s=1 (µs(1− τ s))

1−η (ās)
η−1
) η

η−1∑S
s=1 (µs(1− τ s))

−η (ās)η−1
. (25)

Note that in (25), ās is a function of the sector-specific subsidy ratio τ s.

To obtain a closed-form solution for aggregate TFP, we assume that the subsidy scheme

follows a simple rule

τ s = τ(µs) = 1−
(
µs

µ

) 1
α
−1

, (26)

where µ is the average markup of the economy. In equation (26), the subsidy is non-

decreasing in markups and the parameter α ≥ 1 controls the elasticity of credit subsidy

to markups at the sectoral level. For the extreme case with α = 1, we have µs(1− τ s) = µs,

which corresponds to the case of no subsidy; for the other extreme case with α → ∞, we

have µs(1 − τ s) = µ, which fully eliminates the MRPK dispersion across sectors. Figure 2

shows µs(1 − τ s)/µ as a function of µs/µ under different α. The larger is α, the smaller is

the slope of the function µs(1− τ s) with respect to µs. The case of α = 1 corresponds to the

45 degree line. When α is as large as 100, the MRPK dispersion across sectors is basically

eliminated. Plugging (26) into (25), we can obtain aggregate TFP as

TFPn =

(∑S
s=1(µs)

1−η
α (ās)

η−1
) η

η−1∑S
s=1(µs)

− η
α (ās)η−1

. (27)

Note that in standard models such as Hsieh and Klenow (2009), the TFP of sector s, ās, is

exogenous and uncorrelated with the markup µs. Suppose µs follows log-normal distribution,

i.e., log(µs) ∼ N(µ̄, σ2
µ). Using the Central Limit Theorem and assuming S → ∞, we obtain

the following decomposition for aggregate TFP

log(TFPn) =
1

η − 1
log

(
S∑

s=1

(ās)
η−1

)
− η

2α2
σ2
µ. (28)

The first argument on the right-hand-side of (28) is the efficient level of TFP without capital

misallocation. The second argument captures the capital misallocation acoss sectors due to

markup dispersion, which is decreasing in α. That is, the subsidy scheme to counteract the

dispersion of capital productivity due to markup heterogeneity improves allocative efficiency.

For the extreme case with α = 1 (no subsidy), we have log(TFPn) = 1
η−1

log
(∑N

s=1(ās)
η−1
)
−

η
2
σ2
µ, similar to the result in Hsieh and Klenow (2009). For the other extreme case with

20



α → ∞ (fully eliminating TFPR dispersion), we have log(TFPn) = 1
η−1

log
(∑N

s=1(ās)
η−1
)
,

which is the efficient level of TFP.

Different from Hsieh and Klenow (2009), in our model, ās and µs are correlated due to the

following two reasons. First, µs directly affects the level of TFP of a sector via endogenous

entry and exit. Second, through our credit subsidy scheme, µs affects as, the threshold

productivity for a firm to be operative. According to Equation (16), as (τ s) is a decreasing

function of τ s. Thus, for some firms in the low state (i.e., those with ρas(i) ∈ [as (τ s) , as (0))

after shock), if there were no subsidies, they would have exited the market when hit by the

negative productivity shock. We call those firms as zombie firms. This is an inefficiency on

the exit side.12

To obtain the marginal impacts of the subsidy scheme τ s on ās, we can rewrite ās by a

combination of (16) and (22)

ās = as(1− τ s)
1
γ , (29)

where as ≡
(

γ
1+γ−εs

) 1
εs−1

(
βχsRk̄

ce

) 1
γ
is independent of τ s. The term 1/γ captures the elasitic-

ity of ās with respect to 1 − τ s. Equation (29) implies that the magnitude of the marginal

impact of τ s depends negatively on γ.

Plugging equation (26) and (29) into equation (27) and rearranging, we can express net

aggregate TFP as

TFPn =

(∑S
s=1(µs)

1−η
α

+
(1−α)(η−1)

αγ (as)
η−1
) η

η−1

∑S
s=1(µs)

− η
α
+

(1−α)(η−1)
αγ (as)η−1

. (30)

Comparing equation (30) with (27), we see that unless γ = ∞, aggregate TFP under en-

dogenous entry and exit is not equal to its counterpart with exogenous sector-level TFP. We

have the following proposition

Proposition 1 Under the assumption that µs and of as follows a joint log-normal distribu-

tion and S → ∞, net aggregate TFP can be decomposed as

log(TFPn) =
1

η − 1
log

(
N∑
s=1

(as)
η−1

)
− η

2α2
σ2
µ − µ̄

(
1− 1

α

)
1

γ
(31)

−
(
1− 1

α

)
η − 1

γ
Cov (log(µs), log(as)) +

(
1− 1

α

)2(
η − 1

γ2

)
σ2
µ

2
.

12There is also an inefficiency on the entry side. Specifically, for some firms in the normal regime (i.e.,
those with as(i) ∈ [as (τs) , as (0)) before shock), they would not have entered the market if there were no
subsidies.
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Proof : See Appendix D.

Comparing with the right-hand-side of (28), equation (31) contains three new terms. The

first new term, µ̄
(
1− 1

α

)
1
γ
, captures the average effect of markup on efficiency loss via its

impact on credit subsidy. Note that according to (26),
(
1− 1

α

)
is the elasticity of 1 − τ s

with respect to the markup µs, while according to (29), 1
γ
is the elasticity of sector-specific

productivity ās with respect to 1− τ s. Hence, the coefficient
(
1− 1

α

)
1
γ
for µ̄ in equation (31)

can be interpreted as the elasticity of sector-specific productivity ās to markup µs via its

impact on credit subsidy. Hence, with the average markup level, µ̄, as the multiplier, this

term reduces aggregate TFP due to inefficient entry and exit.

The second new term,
(
1− 1

α

)
η−1
γ
Cov (log(µs), log(as)), moderates the strength of the

first new term; it only appears when Cov (log(µs), log(as)) ̸= 0. Note that according to

equation (29), the impact of subsidy 1− τ s on sector-level TFP is proportional to as. Thus,

for a more productive sector, credit subsidy τ leads to more efficiency loss due to inefficient

entry and exit. When Cov (log(µs), log(as)) > 0, more productive sectors tend to have

higher markup, thus receiving more subsidies according to equation (26). As a result, the

overall negative impact of subsidy on aggregate TFP will be amplified under a positive

Cov (log(µs), log(as)).
13 Notice that by the definition of as, Cov (log(µs), log(as)) is invariant

with the credit subsidy scheme α.14

We measure net TFP loss as the gap between the log of net aggregate TFP and its

efficient level:

Net TFP loss (%) = log(TFPn)− 1

η − 1
log

(
S∑

s=1

(as)
η−1

)

=

[
η

α2
−
(
1− 1

α

)2(
η − 1

γ2

)]
σ2
µ

2︸ ︷︷ ︸
efficiency loss due to markup dispersion

+µ̄

(
1− 1

α

)
1

γ
+

(
1− 1

α

)
η − 1

γ
Cov (log(µs), log(as))︸ ︷︷ ︸

efficiency loss due to inefficient entry and exit

(32)

As Equation (32) shows, net TFP loss originates from two sources, the first capturing the

13Additionally, it requires η > 1. Consider a simple example where η = 2, N = 2, and log(TFP) =
log(a1 + a2). Suppose only one sector has market power and thus receives credit subsidy; when subsidy is
imposed, the sector level TFP will drop by 10%. Let a2 = 2 > a1 = 1. Then, we have log(0.9a1 + a2) =
1.065 > log(a1 + 0.9a2) = 1.030. We can see that the TFP is lower when the productive sector (i.e., sector
2) receives subsidy (say due to higher markup).

14The third new term
(
1− 1

α

)2 (η−1
γ2

)
σ2
µ

2 is a higher-order interaction term, which helps to increase the

aggregate TFP.
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efficiency loss due to markup dispersion and the second the TFP loss due to inefficient

entry and exit. Note that as α increases, both terms in the efficiency loss due to markup

dispersion become smaller, implying improvement in allocative efficiency. On the other hand,

both terms in the efficiency loss due to inefficient entry and exit increases, since a higher

elasticity of credit subsidy to markup causes larger TFP loss due to inefficient entry and

exit, and the more so if the sector with higher markup is more productive. We call the first

term in each of the two sources of efficiency loss as the main effect, and the second term the

interactive effect.

Now we analyze the impacts of preferential credit subsidy on aggregate TFP, measured

as total output over total capital input

TFP ≡ Y

K
= TFPn × Kn

K
(33)

where

K =
S∑

s=1

(
Ks + k̄Ns

)
. (34)

is the total capital demand of the economy, including both the variable and fixed inputs.

Plugging (34) into (33) and rearranging, we can decompose aggregate TFP as

log (TFP) = log (TFPn)− log

(
1 +

∑
sNsk̄∑
sKs

)
︸ ︷︷ ︸

TFP loss due to overhead costs

,

where the second argument on the right-side of the above equation captures the additional

TFP loss due to overlead costs. When all sectors have the same markups, we have∑
sNsk̄∑
s Ks

=
(µ− 1)(γ − ϵ+ 1)

γ
, (35)

which is independent of k̄, ce, and α.15 However, with sectoral heterogeneity, a higher

subsidy causes a higher share of capital goods being used as overhead costs, which lowers

TFP. Accordingly, we can measure total TFP loss as the sum of net TFP loss and TFP loss

due to overhead costs:

Total TFP loss = Net TFP loss + log

(
1 +

∑
sNsk̄∑
sKs

)
15See Appendix D for a derivation.
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4.3 Calibration

We calibrate our model economy to match key data moments from the 2006 Annual Survey of

Industrial Firms (ASIF). A period in our economy is one year and we set the discount factor

β to be 0.96 and the gross interest rate R = 1.04. Regarding the elasticity of substitution

across intermediate goods, although available estimates of η vary widely across studies,

most of them are in the range [2,10] and a value around η = 5 is most frequently used

in quantitative exercises (e.g., Epifani and Gancia, 2011). We therefore set η = 5 as a

benchmark.

The level and dispersion of TFPR and its impacts on aggregate TFP depends on two key

parameters. The first is α, which governs the sensitivity of credit subsidy to markup. To

calibrate α, we would like to map the theoretical response of credit subsidy to sector-level

markup into its empirical counterpart. Taking the logarithm of both sides of equation (26),

we have

log (1− τ s) =

(
1

α
− 1

)
log (µs) + (1− 1

α
) log µ = β0 + β1 log (µs) (36)

Comparing (36) with its empirical counterpart (3), we have α = 1
1+β1

. Since β1 = −0.648

from our empirical estimation, we have α = 1/(1− 0.648) = 2.84.

A second key parameter is γ, the tail parameter of the productivity distribution. We

calibrate γ to target the average revenue share of the top 5% firms in 4-digit ASIF industries.

For 2006, the top 5% revenue share is 43.53%. In Appendix E, we show this target maps

into a parameter value of γ = 7.68 for the Pareto distribution of firm-level productivity.

We use the following three moments to jointly calibrate {ρ, ϕ, q} by solving a nonlinear

system of equations:

1. The ratio of entrant firms in the total numer of firms:

N e(1−G(a))

N
=

(1− ϕ)(1− qϕ)

1− ϕ+ (1− q)ργϕ

2. The sales share of exiting firms in total sales:

(1− ϕ) + ϕ

Nn(1− q)

∫ a
ρ

a
Ωaε−1dG̃(s)∫∞

a
Ωaε−1dG̃(s)

N

=(1− ϕ) + ϕ(1− q)
(1− ϕ)

1− ϕ+ (1− q)ργϕ

(
1− ρ1+γ−ϵ

)
Under a larger ρ, more productive firms will exit, which increases the sales share of

exiting firms.
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3. The ratio of zombie firms in the total numer of firms:

N l

(
G(a0)−G(a)

1−G(a)

)
N

=
N l

N

s

R
=

(1− q)ργϕ

(1− ϕ+ (1− q)ργϕ)

s

R

where a0 is the productivity cutoff without credit subsidy. For the year 2006, we have

the share of entrant firms in total firms equal to 0.020; The sales share of exiting firms

in total sales equal to 0.016; and the share of zombie firms in total firms as 0.230.

Thus, we have ρ = 0.953, ϕ = 0.986, q = 0.761.

The remaining undetermined parameters are ce and k̄. It turns out only the ratio ce
k̄

matters for the magnitude of TFP. We set ce
k̄
= 100. Our quantitative results, however, are

insensitive to the value of ce
k̄
.

Note that the only source of sectoral heterogeneity is the markups {µs}
S
s=1. To com-

pute Cov(log µs, log as), we first draw log(µs) ∼ N(0.166, 0.0852), the estimated distribution

from our constructed sector-level markups. Since the model requires γ − εs + 1 > 0, we

discard draws that fall beyond our model’s acceptable range. Next, we compute as and then

Cov(log µs, log as). Note that as =
(

γ
1+γ−εs

) 1
εs−1

(
βχsRk̄)

ce

) 1
γ
does not depend on the policy

parameter α.

Table 4 summarizes the parameter values for our baseline economy.

4.4 Optimal preferential credit policy

This section explores the optimal preferential credit policy. We first explore the optimal

credit policy that minimize the net TFP loss. Panel (a) of Figure 3 shows net TFP loss as a

function of the policy parameter α. We see that total TFP loss is u-shaped in α. Without

preferential credit subsidy, markup dispersion causes an aggregate TFP to be 1.806 percent

below the efficient TFP level. As α increases, sectors with higher markup enjoy more credit

subsidy, which encourage firms with higher markup to produce more, thus, reducing the

TFPR dispersion. As a result, net TFP loss starts to decline and it reaches it lowest point,

1.322 percent at α = 2.09. In other words, optimal credit subsidy would reduce the aggregate

TFP loss due to markup dispersion by about one fourth (1.322/1.806-1).

When α goes beyond this optimal level, net TFP loss starts to increase. This suggests

that preferential credit policy trades off efficiency loss due to markup dispersion against

efficiency loss due to inefficient entry and exit. Such tradeoff is illustrated in Panel (b) of

Figure 3, which decomposes net TFP loss into these two opposing forces. As we can see, as

α increases from 1 to 8, efficiency loss due to markup dispersion reduces from over 1.8% to
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less than 0.1%. By contrast, efficiency loss due to inefficient entry and exist increases from

0 to more than 1.5%. Both Panel (c) and (d) show that the main efect is the dominating

force driving the efficiency loss arising from these two competing forces.

What does our results imply for the preferential credit subsidy adopted by China? Note

that in Section 2, our estimated subsidy policy parameter α = 2.84. This implies that the

current preferential credit subsidy policy raises aggregate TFP significantly compared with

the case without credit subsidy, though it over-subsdizes sectors with higher markups relative

to the second-best policy.

Figure 4 plots both total TFP loss and net TFP loss as a function of α. It is clear that

the for all values of α, the value of total TFP loss is above its counterpart for net TFP loss.

More importantly, the optimal α that minimizes the total TFP loss is 1.60, which is smaller

than its counterpart that minimizes the net TFP loss (2.09). This is because credit subsidy,

by leading to more inefficient entry and exit, increases fixed capital inputs.

Figure 5 shows that the optimal level of credit subsidy α that minimizes the total TFP

loss increases in markup dispersion σ2
µ. This is because as the markup dispersion σ2

µ increases,

the magnitude of TFP gain from increasing α preferential credit policy increases, while TFP

loss due to the entry and exit effect does not depends on α. Therefore, it is optimal to

provide stronger credit support for sectors with higher markups.16

5 Conclusion

This paper provides an analysis of the economic rationale behind the preferential credit

policies in the presence of market imperfections. Using China’s firm-level data, we find

empirically that credit subsidy and markup are positively correlated at the sector level,

which suggests that the government tends to provide credit subsidy to sectors with high

profit margins. We develop a model that incorporates markup heterogeneity and endogenous

firm entry and exit to evalute the role of preferential credit policy for aggregate productive

efficiency. Our key finding is that sector-specific preferential credit policies trade off the

efficiency gain of reducing markup dispersion against the efficiency loss by allowing less

productive firms to enter and survive without exiting. Quantitative analysis suggests a

positive correlation between the credit subsidy and markup at the sector level as a second-

best policy.

16Note that when markup dispersion drops to 0.06, optimal α reaches to to its minimum level, 1, the
lowest level, which implies no preferential credit subsidy. This is because endogenous firm entry and exit
in our model amplifies the efficiency loss due to preferential credit subsidy compared with a static model
without endogenous firm entry and exit. Hence, the optimal α would reach to its minimum value, which is
one, even before the markup dispersion approaches zero.
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Our framework can be extended in several directions. First, the model can incorporate

endogenous technological innovation, such that preferential credit subsidy improves not only

allocative efficiency, but also efficient level of TFP in the subsidized sectors. Second, the

model can endogenize markups by allowing for Kimball demand function at the sectoral level.

Since the sectoral average markup increases in credit subsidy, this would potentially enhance

optimal credit subsidy towards sectors with higher profit margins.17 Third, the model can

endogenize the demand side of the economy, say by introducing the household sector, and

be used to study other types of industrial policies, such as consumer credits, or tax rebates,

for specific sectors. We leave these extensions for furture research.

17We confirm this result under the two-sector economy with demand for intermediate goods produced
by the sector with higher markups subject to Kimball preference. A generalization of our finding to the
economy with multiple sectors will be important future work.
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Table 1: Summary statistics (4-digit sectoral level)

Obs. Mean Std. Dev. P5 P25 P50 P75 P95

Markup 4188 1.216 0.111 1.050 1.155 1.213 1.272 1.381

Effective interest rate (%) 4188 2.187 0.516 1.467 1.874 2.119 2.443 3.221

Subsidy rate 4188 0.627 0.066 0.530 0.586 0.625 0.664 0.737

Zombie rate 3768 0.359 0.172 0.135 0.227 0.333 0.471 0.667

SOE share (%) 4187 17.319 17.835 0.265 4.017 11.500 25.027 53.658

Export share (%) 4187 16.387 17.236 0.495 3.946 9.568 23.009 53.291

Note: The table presents 4-digit sector-year averages of firm-level data. The ”%” symbol denotes
percentage terms. ”Markup” denotes the average markup of firms. ”Effective interest rate (%)”
represents the calculated effective interest rate faced by firms (sector-year averages). ”Subsidy rate”
refers to τ , the calculated subsidy rate as defined in the paper. ”Zombie ratio (%)” indicates the
percentage of zombie firms at the 4-digit sector-year level. ”SOE share (%) ” and ”Export share
(%)” respectively represent the proportion of state-owned capital in total capital and the portion
of exports in output (sector-year averages). ”Std. Dev.” stands for standard deviation, and P5,
P25, P50, P75, and P95 represent the 5th, 25th, 50th, 75th, and 95th percentiles, respectively.
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Table 2: Estimations of the elasticity of 1− τ to sectoral markup

OLS Reduced Form First stage Second stage

Outcome
yi,j,t yi,j,t µ̄i,t yi,j,t
(1) (2) (3) (4)

µi,t 0.016 -0.648**
(0.025) (0.277)

zBI
i,t -0.408** 0.631***

(0.174) (0.011)

Sectoral controls:
(SOE share, export share)

Yes Yes Yes Yes

Sector FE Yes Yes Yes Yes
Year FE Yes Yes Yes Yes

Observations 908,865 908,865 908,865 908,865
Clusters 223,765 223,765 223,765 223,765
R2 0.018 0.018 0.550 0.018

Note: This table reports the regression estimates of β from the OLS and the IV approach.
Standard errors are clustered at the firm level and presented in the parenthesis. *, **, ***
denote statistical significance at the 10, 5, and 1 percent levels, respectively.
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Table 3: Sectoral zombie ratio and subsidy rate (IV estimations)

(1) (2) (3) (4)

Calculated τ Predicted τ

Zombie ratio Zombie ratio Zombie ratio Zombie ratio

Subsidy rate (τ) 2.303*** 6.254 1.885*** 2.588***

(0.717) (6.006) (0.488) (0.703)

Sectoral controls:

(SOE share, export share)
Yes Yes Yes Yes

Sector FE Yes Yes Yes Yes

N 3767 3767 3767 3767

R2 0.807 0.801 0.800 0.800

adj.R2 0.783 0.776 0.775 0.774

Note: This table displays four IV regression estimates on the relationship between the zombie
ratio and subsidy rate, using official lending rates as the instrumental variable to address
endogeneity. The firms’ subsidy rate τ is calculated directly from ASIF data in columns 1
and 2, while in columns 3 and 4, it is predicted τ from Table 2. The sectoral τ are computed
as simple averages of firm subsidy rate in columns 1 and 3, and are computed as weighted
averages (by output) in columns 2 and 4. The outcome variable is the sectoral zombie ratio.
FE = fixed effects. Standard errors are clustered at 4-digit sectoral level. ***, **, and *
denote significance at the 1%, 5%, and 10% levels, respectively.

Table 4: Parameter Values

Parameters Interpretation Source Value

β Discount factor for firms A standard value in the literature 0.96
R Interest rate Normalized to 1.04 1.04
η The elasticity of substitution

across sectors
Borrowed from the literature
Epifani and Gancia (2011)

5

γ The tail parameter of Pareto dis-
tribution

Match the sales share of top 5%
firm, which is 0.4353 in 2006

7.68

ρ 1 − ρ is the size of productivity
drop

Target the sales share of firms
who exited the market in 2006,
which is 0.016

0.953

ϕ 1− ϕ is the probability of exoge-
nous exit

Target the mass share of new en-
trants in 2006, which is 0.02

0.986

q 1−q is the probability of entering
the low productivity regime

Target the mass share of zombie
firms in 2006, which is 0.23

0.761
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η = 0.5 η = 2

Figure 1: Optimal credit subsidy in a two-sector economy

Note: In each panel, the blue solid line represents the level of log(TFP) in the baseline economy.

The red solid line represents the level of log(TFP) in the counterfactual economy without firm

entry and exit. For each economy, the level of log(TFP) is normalized by dividing by its value at

τ = 0.

Figure 2: µ(1− τ)/µ as a function of µ/µ under different subsidy policy parameter α
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Figure 3: net TFP loss as a function of subsidy policy parameter α when η = 5
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Figure 4: TFP loss as a function of subsidy policy parameter α when η = 5

Note: The solid red (blue) line plots the total (net) TFP loss when the fixed costs is (not)

included in the measured aggregate capital stock. The dash red (blue) lines corresponds to the

level of optimal α under these two alternative measures of aggregate TFP.
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Figure 5: Optimal α as a function of sectoral markup dispersion

Note: The solid blue line plots the optimal α as a function of σmu. The green (red) dash line

corresponds to the level of optimal α in our benchark calibration (the level of standard deviation

of sectoral markup).
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A Estimation of firm-level TFP

To obtain the 4-digit sectoral TFPs, we first estimate the firm-level TFP following Levinsohn

and Petrin (2003) by assuming the following Cobb-Douglas production technology

yt = β0 + βllt + βkkt + ωt + ηt (S1)

where all lowercase letters denote the loge yt is the logarithms of the variables. yt is the

firm’s output, measured as the value added. labor lt is the free variable input, and kt is the

state variable capital. The error term is assumed to be two additive terms: a transmitted

productivity component ωt and an i.i.d. component η. Only the former is an unobserved

state variable impacting the firm’s decision. Ignoring the endogeneity problem will lead to

inconsistent results in the production function estimation.

We use the firm’s intermediate input mt as the proxy variable, which depends on the

state variables kt and ωt:

mt = mt(kt, ωt) (S2)

Following the assumption in Levinsohn and Petrin (2003), the demand function is monoton-

ically increasing in ωt. This implies the inversion of the input demand function

ωt = ωt(kt,mt) (S3)

We assume the unobserved productivity wt follows a first-order Markov process and

capital kt does not immediately respond to ϵt (Olley and Pakes, 1996; Levinsohn and Petrin,

2003).

ωt = E[ωt|ωt−1] + ϵt (S4)

Given the input demand function, the production function can be written as

yt = β0 + βllt + βkkt + ωt + ηt (S5)

= βllt + ϕt(kt,mt) + ηt (S6)

where

ϕt(kt,mt) = β0 + βkkt + ωt(kt,mt) (S7)

To complete the first stage estimation in Levinsohn and Petrin (2003), we substituting

a third-order polynomial approximation in kt and mt in place of ϕt(kt,mt) to consistently
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estimate the value-added equation (using OLS):

yt = δ0 + βllt +
3∑

i=0

3−i∑
j=0

δijk
i
tm

j
t + ηt (S8)

where we can obtain the estimates of βl and ϕt. We identify the coefficient βk from the

second stage of the estimation routine, which begins by first computing the estimated value

for ϕt:

ϕ̂t = ŷt − β̂llt (S9)

= δ̂0 +
3∑

i=0

3−i∑
j=0

δ̂ijk
i
tm

j
t − β̂llt (S10)

For any given value β∗
k, we can compute a prediction for ωt for all time t using

ω̂t = ϕ̂t − β∗
kkt (S11)

E[ωt|ωt−1] is then given by the predicted value from the regression:

E[ω̂t|ωt−1] = γ0 + γ1ωt−1 + γ2ω
2
t−1 + γ3ω

3
t−1 + ϵt (S12)

The second stage has only one parameter to be estimated, βk, which is defined as the

solution to

min
β∗
k

∑
t

(yt − β̂llt − β∗
kkt − E[ω̂t|ωt−1])

2 (S13)

A bootstrap approach is used to construct standard errors for β̂l and β̂k. The firm-level

TFP is presented in Eq.(14).

TFPi,t = exp
(
yi,t − β̂lli,t − β̂kki,t

)
(S14)

The 4-digit sectoral TFP is calculated as the weighted average of the firm-level TFP.

TFPs,t =

∑
i (yi,tTFPi,t)∑

i yi,t
(S15)
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B Estimation of markups

B.1 The firm-level markup

In our model, capital is the only factor of production. But in comparing our model’s impli-

cations for markups to the data, it is important to recognize that, factor shares such as labor

and intermediate inputs also differ across producers. To control for such sources of hetero-

geneity, we relax the assumptions of a single factor of production when mapping our model

into firm-level production data. In the following, we illustrate our empirical estimation of

firm-level markups, and how we aggregate them to obtain sector-level markups.

The production function of firm i at time t is given by:

Yi,t = Fi,t(Xi,t, ai,t), (S16)

where Yi,t is firm’s real output level, Xi,t represents the physical inputs, including capital

Ki,t, labor Li,t, and intermediate inputs Mi,t, ai,t denotes firm-specific productivity. The

production function Fi,t is assumed to be continuous and twice-differentiable with respect to

all inputs.

The cost-minimization problem faced by firm i at time t is:

min
Li,t,Ki,t,Mi,t

wi,tLi,t + ri,tKi,t + pmi,tMi,t (S17)

s.t. Fi,t(Li,t, Ki,t,Mi,t, ai,t) ≥ Ȳi,t, (S18)

where wi,t, Ki,t, and Mi,t are the wage rate, capital rental rate and prices of intermediate

inputs. Ȳi,t denotes the minimum level of output. The Lagrangian function associated with

cost-minimization problem can be written as:

L(Li,t, Ki,t,Mi,t, λi,t) = wi,tLi,t + ri,tKi,t + pmi,tMi,t + λi,t[Ȳi,t − Fi,t(Li,t, Ki,t,Mi,t, ai,t)] (S19)

In general, any factor inputsXi,t can be used for markup calculation. Since capital is often

considered to be a dynamic input, and labor is often not freely chosen in China, especially

for the state-owned enterprises (SOEs) due to their implicit policy burdens (Lu and Yu,

2015), we calculate the markup based on firms’ optimal choice of intermediate inputs. The
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first-order conditions for intermediate inputs:

∂L
∂Mi,t

= pmi,t − λi,t
∂Fi,t

∂Mi,t

= 0, (S20)

where λi,t represent the marginal cost of production. Rearranging equation (S20) and mul-

tiplying both sides by
Mi,t

Yi,t
:

∂Fi,t

∂Mi,t

Mi,t

Yi,t

=
1

λi,t

pmi,tMi,t

Yi,t

=
Pi,t

λ

pmi,tMi,t

Pi,tYi,t

, (S21)

where Pi,t is price of final goods. The firm-level markup can be defined as:

µi,t =
Pi,t

λi,t

= θmi,t

(
pmi,tMi,t

Pi,tYi,t

)−1

, (S22)

where, θmi,t ≡ ∂Fi,t

∂Mi,t

Mi,t

Yi,t
is the output elasticity of intermediate inputs,

(
pmi,tMi,t

Pi,tYi,t

)−1

is the

intermediate inputs cost as a share of total revenue. As shown in equation (S22), the firm-

level markup can be calculated using the factor output elasticity and its cost share.

B.2 Markup estimation

The cost share of intermediate inputs
(

pmi,tMi,t

Pi,tYi,t

)
could be directly calculated using the in-

formation in the dataset (expenditure on intermediate materials and sales revenue). To

obtain the output elasticity of intermediate input θmi,t, we estimate the production function

at the 4-digit sector level. Following De Loecker and Warzynski (2012), we assume a translog

production function

yi,t = ai,t + βlli,t + βkki,t + βmmi,t + βlll
2
i,t + βkkk

2
i,t + βmmm

2
i,t

+ βlkli,tki,t + βkmki,tmi,t + βlmli,tmi,t + ϵi,t, (S23)

where yi,t, li,t, ki,t, and mi,t represent the logarithm of firms’ output, labor (numbers of em-

ployees), capital stock, and intermediate inputs. ai,t and ϵi,t are the firm’s logged productivity

and the error term.

Using firm-level data from ASIF, we estimate the translog production function (equa-

tion 8) at the two-digit level for each sector separately. After obtaining the estimates of

{β̂l, β̂k, β̂m, β̂ll, β̂kk, β̂mm, β̂lk, β̂km, β̂lm}, The output elasticity of intermediate materials can

41



be calculated as:

θ̂
m

t =
∂yi,t
∂mi,t

= β̂m + 2β̂mmmi,t + β̂lmli,t + β̂kmki,t (S24)

In order to obtain consistent estimates of the output elasticity, we mainly follow the

procedure in De Loecker and Warzynski (2012), which relies on proxy methods provided

by Olley and Pakes (1996), Levinsohn and Petrin (2003), and Ackerberg, Caves and Frazer

(2015) to deal with the simultaneity problem caused by the correlations between productivity

and input choices.

Following the timing assumptions and rationale in Ackerberg, Caves and Frazer (2015),

a firm’s intermediate input demand can be written as a function of its capital, labor, and

productivity:

mi,t = f(ki,t, li,t, ai,t) (S25)

ai,t = g(ki,t, li,t,mi,t) (S26)

Combining with equation (S8), the production function can be re-written as:

yi,t =g(ki,t, li,t,mi,t) + βlli,t + βkki,t + βmmi,t + βlll
2
i,t + βkkk

2
i,t + βmmm

2
i,t

+ βlkli,tki,t + βkmki,tmi,t + βlmli,tmi,t + ϵi,t (S27)

or simply

yi,t = h(ki,t, li,t,mi,t) + ϵi,t, (S28)

In the first stage of estimation, we can estimate equation (S27) and obtain the estimates

of h(ki,t, li,t,mi,t) and ϵi,t. The logged productivity ai,t can then be obtained given some

candidate parameter vector β = (β̂l, β̂k, β̂m, β̂ll, β̂kk, β̂mm, β̂lk, β̂km, β̂lm)
18.

ai,t(β) = hi,t(·)− βlli,t − βkki,t − βmmi,t − βlll
2
i,t − βkkk

2
i,t − βmmm

2
i,t

− βlkli,tki,t + βkmki,tmi,t − βlmli,tmi,t (S29)

In the second stage, we estimate all production function coefficients following the standard

assumption in the literature (De Loecker and Warzynski, 2012; Edmond, Midrigan and Xu,

2015). The logged productivity follows a flexible AR(1) process in equation (S30), where

ϕ(·) is a second-order polynomial.

18For example, we use the OLS estimates of equation (S27)
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ai,t(β) = ϕ(ai,t−1(β)) + ξi,t(β) (S30)

Through the non-parametric regression of ai,t(β) on its lag ai,t−1(β), we can recover the

idiosyncratic shock to productivity given β. To obtain the estimates of production function

parameter β, we apply standard GMM estimation relying on the sequential exogeneity that

β is uncorrelated with the lag of inputs. Following Ackerberg, Caves and Frazer (2015),

the capital stock is assumed to be a pre-determined variable and therefore enters without a

lag. The moment condition is then given by equation (S31). After obtaining the estimates

of β, we can calculate the output elasticity using equation (S24) and subsequently the firm

markup using equation (S22).

E
(
ξi,t(β)zi,t

)
= 0, (S31)

where zi,t is given by:

zi,t =
[
li,t−1, ki,t,mi,t−1, l

2
i,t−1, k

2
i,t,m

2
i,t−1, li,t−1ki,t, li,t−1mi,t−1, ki,tmi,t−1

]
(S32)

C Identification of Zombie Firms in Firm-level Data

Zombie firms are identified based on their ability to meet their minimum interest rate pay-

ments. This involves constructing a hypothetical minimum interest payment and comparing

it with the actual interest payment or earnings of the firm (Caballero, Hoshi and Kashyap,

2008; Fukuda and Nakamura, 2011). We primarily follow this approach in identifying zombie

firms and use both methods outlined in Tan et al. (2017) and Huang and Chen (2017) when

calculating the hypothetical minimum interest rate payments. In addition, we follow recent

studies that identify zombie firms in China using list firm data. We remove observations from

the zombie firms’ group if (i) they are only identified as zombies in one year but not the year

before and the year after. (ii) they have had a growing net asset for three consecutive years.

The detailed steps are as follows:

1. Calculate the minimum interest payment R∗
i,t that enterprise i should be required to

pay in year t under normal operation:

R∗
i,t = rst−1BSi,t−1 +

(
1

5

5∑
j=1

rlt−j

)
BL(i,t−1)

where BSi,t−1 and BL(i,t−1) are short-term and long-term bank loans, respectively. As

there is no directly detailed bank liability in the database, we use short-term borrowing,
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which is the difference between the enterprise’s short-term liabilities and accounts and

other payable as the firm short-term borrowing 19, and uses the long-term liabilities

as long-term bank borrowing. rst−1 and rlt−j are 0.9 times the annual one-year and

five-year average benchmark loan interest rates of a bank in year t, respectively20.

2. Estimate the firm’s interest income. Since only the actual net interest expense of the

firms (calculated as interest expense minus interest income), RNi,t is available in the

database, in order to compare the actual interest expenditure of the firms with the

benchmark interest expense, it is necessary to first estimate the enterprise’s interest

income RIi,t:

RIi,t = (CAi,t−1 − ARi,t−1 − INVi,t−1) ∗ rdt

where CAi,t−1, ARi,t−1, and INVi,t−1 represent the enterprise’s current assets, accounts

receivable, and inventory, respectively, and rdt represents the one-year benchmark

deposit interest rate in year t.

3. Compare the enterprise’s actual net interest expenditure RNi,t with the calculated

minimum net interest expenditure (R∗
i,t − RIi,t), and standardize the difference using

the previous period’s borrowing Bi,t−1 = BSi,t−1 + BLi,t−1 to obtain the interest gap,

gapi,t:

gapi,t =
(
RNi,t − (R∗

i,t −RIi,t)
)
/Bi,t−1

According to Caballero, Hoshi and Kashyap (2008), if gapi,t < 0, it indicates that

the firm has received subsidies and is classified as a zombie firm; otherwise, the firm

is not a zombie firm. Furthermore, Fukuda and Nakamura (2011) believe that the

above measurement method is more likely to classify enterprises with good operating

performance and low financing costs as zombie firms. Therefore, further correction is

made using the information on the firm’s profit:

gapadji,t =
(
EBITi,t −

(
R∗

i,t −RIi,t
))

/Bi,t−1

19Based on data availability, the operating liabilities include accounts payable, value-added tax payable,
income tax payable, wages payable, and employee benefits payable. Missing data were adjusted based on
payable items from other years of the company. We consider the year-end balance of payable income tax to
be 1/4 of the cumulative amount (quarterly payment) and the year-end balance of value-added tax payable,
wages payable, and employee benefits payable to be 1/12 of the cumulative amount (monthly payment)

20During the period from 1998 to 2011, the People’s Bank of China stipulated that the lower limit of the
floating range of loan interest rates for financial institutions should be 0.9 times the benchmark interest rate.
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If the firm’s earnings before interest and taxes are greater than the minimum net

interest expense (gapadji,t > 0 ), the firm is changed to a non-zombie firm.

Although many financial characteristics of the firms are considered, the above classifi-

cation method may not be accurate enough. As stated by Lin, Liu and Zhang (2004), in

China, if a company is unable to repay its loans, the bank will often roll over the overdue

payments and interest into a new bank loan for the following year. Therefore, we follow the

suggestions in Fukuda and Nakamura (2011) and Tan et al. (2017), and further modify the

measurement. A firm is identified as a zombie firm in period t if it satisfies all the following

three conditions: (i) the pre-tax profit of the firm is less than the minimum net interest

expense. (ii) the firm’s liabilities exceed 50% of its total assets, (iii) the liabilities in period

t are greater than those in period t− 1.

After identifying whether a firm is zombie or not, we can calculate the ratio of zombie

firms at the 4-digit sectoral level by dividing the total number of zombie firms by the total

number of firms in the sector. We also attempt to calculate the sectoral zombie ratio as the

sum of the fixed assets of zombie firms divided by the sum of fixed assets of all firms in the

sector. Our regression results remain robust regardless of which method we use to calculate

the sectoral zombie ratio.

D Proof of Propositions and Lemmas

Derivation of Equation (3.3)

Πs =

∫
i∈Is

πs(as(i), τ s)di

= Ns

∫ ∞

a=as

πs(a, τ s)dG̃(a)

= Ns

∫ ∞

a=as

(
Λs ·

(
a

R(1− τ s)

)εs−1

− cfs

)
dG̃(a)

= Ns

Λs ·


(∫∞

a=as
aεs−1dG̃(a)

) 1
εs−1

R(1− τ s)


εs−1

− cfs


= Ns

(
Λs ·

(
ās

R(1− τ s)

)εs−1

− cfs

)
= Nsπs(ās, τ s)
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Proof of Lemma 1. Using Equation (11) and (9), we have Ks =
∫
i∈Is ks(i) di =∫

i∈Is
ys(i)
as(i)

di =
∫
i∈Is

ys
Nsas(i)

(
ps(i)
ps

)−εs
di. According to Equation (12) and (19), we have

ps(i)
ps

= ās
as(i)

. Thus, Ks =
ys
Ns
(ās)

−εs
∫
i∈Is as(i)

εs−1 di = ys
Ns
(ās)

−εsNsā
εs−1
s di = ys

ās
.

Proof of Proposition 1. Taking log with respect to (30), we have

log(TFPn) = log

(
S∑

s=1

(µs)
1−η
α

+
(1−α)(η−1)

αγ (as)
η−1

) η
η−1

− log
S∑

s=1

(µs)
− η

α
+

(1−α)(η−1)
αγ (as)

η−1 (S33)

We solve the first and second arguments on the right-hand-side of Equation (S33) separately.

For the first argument, we have

log

(
S∑

s=1

(µs)
1−η
α

+
(1−α)(η−1)

αγ (as)
η−1

) η
η−1

=
η

η − 1
logE exp

(
log(µs)

1−η
α

+
(1−α)(η−1)

αγ + log(as)
η−1
)

=
η

η − 1

 E log(µs)
1−η
α

+
(1−α)(η−1)

αγ + E log(as)
η−1 + Cov

(
log(µs)

1−η
α

+
(1−α)(η−1)

αγ , log(as)
η−1
)

+1
2
V ar

(
log(µs)

1−η
α

+
(1−α)(η−1)

αγ

)
+ 1

2
V ar (log(as)

η−1)


=

η

η − 1

[
logE(µs)

1−η
α

+
(1−α)(η−1)

αγ + logE(as)η−1 + Cov
(
log(µs)

1−η
α

+
(1−α)(η−1)

αγ , log(as)
η−1
)]
(S34)

The second equality uses the property that

log (z) = log
∑

f1 (x) f2 (y) Φ (x, y)

= logE [exp (log f1 (x) + log f2 (y))]

= E log f1 (x) + E log f2 (y) +
1

2
V ar [f1 (x)] +

1

2
V ar [f2 (y)] + Cov (f1 (x) , f2 (y))

The third equality follows that

E log(µs)
1−η
α

+
(1−α)(η−1)

αγ = logE
(
(µs)

1−η
α

+
(1−α)(η−1)

αγ

)
− 1

2
V ar

(
log(µs)

1−η
α

+
(1−α)(η−1)

αγ

)
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Similarly, for the second argument, we have

log
S∑

s=1

(µs)
− η

α
+

(1−α)(η−1)
αγ (as)

η−1

= logE exp
(
log(µs)

− η
α
+

(1−α)(η−1)
αγ + log(as)

η−1
)

= E log(µs)
− η

α
+

(1−α)(η−1)
αγ + E log(as)

η−1 + Cov
(
log(µs)

− η
α
+

(1−α)(η−1)
αγ , log(as)

η−1
)

+
1

2
V ar

(
log(µs)

− η
α
+

(1−α)(η−1)
αγ

)
+

1

2
V ar

(
log(as)

η−1
)

= logE(µs)
− η

α
+

(1−α)(η−1)
αγ + logE(as)η−1 + Cov

(
log(µs)

− η
α
+

(1−α)(η−1)
αγ , log(as)

η−1
)
(S35)

We then solve for the two covariance terms

η

η − 1
Cov

(
log(µs)

1−η
α

+
(1−α)(η−1)

αγ , log(as)
η−1
)
=

η (η − 1) (1− α− γ)

αγ
Cov (log(µs), log(as))

Cov
(
log(µs)

− η
α
+

(1−α)(η−1)
αγ , log(as)

η−1
)
=

−ηγ + (1− α) (η − 1)

αγ
(η − 1)Cov (log(µs), log(as))

Hence,

η

η − 1
Cov

(
log(µs)

1−η
α

+
(1−α)(η−1)

αγ , log(as)
η−1
)
− Cov

(
log(µs)

− η
α
+

(1−α)(η−1)
αγ , log(as)

η−1
)

=
(η − 1) [η (1− α− γ) + ηγ − (1− α) (η − 1)]

αγ
Cov (log(µs), log(as))

= −
(
1− 1

α

)
η − 1

γ
Cov (log(µs), log(as)) (S36)

Plugging (S34) , (S35) and (S36) back to (S33) and reordering, we have (31).

Derivation of Equation (35). Note that Equation (14) implies

Ns = (µs − 1)µ−εs
s pεss ysa

εs−1
s (R(1− τ s))

1−εsc−1
fs .

Therefore, we have

Nsk̄ = (µs − 1)µ−εs
s pεss ysa

εs−1
s (R(1− τ s))

1−εs
1

R(1− τ s)k̄
k̄

(
using cfs = R(1− τ s)k̄

)
= (µs − 1)µ−εs

s pεss

(ps
P

)−η

Y aεs−1
s (R(1− τ s))

−εs

(
using ys =

(ps
P

)−η

Y

)
= (µs − 1)µ−εs

s pεs−η
s aεs−1

s (R(1− τ s))
−εsP ηY.
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Further, we have Ks =
ys
ās

=
(
ps
P

)−η
Y (ās)

−1. Combining them together, we have∑
sNsk̄∑
s Ks

=

∑
s(µs − 1)µ−εs

s pεs−η
s aεs−1

s (R(1− τ s))
−εsP ηY∑

s p
−η
s (ās)−1P ηY

=

∑
s(µs − 1)µ−εs

s pεs−η
s aεs−1

s (R(1− τ s))
−εs∑

s p
−η
s (ās)−1

=

∑
s(µs − 1)µ−εs

s

(
µsR(1−τs)

ās

)εs−η

aεs−1
s (R(1− τ s))

−εs∑
s

(
µsR(1−τs)

ās

)−η

(ās)−1

(
using ps =

µsR(1− τ s)

ās

)

=

∑
s(µs − 1)µ−η

s (R(1− τ s))
−ηāη−εs

s aεs−1
s∑

s µ
−η
s (R(1− τ s))−ηāη−1

s

=

∑
s(µs − 1)µ−η

s (R(1− τ s))
−η
(

γ
γ−εs+1

) η−1
εs−1

−1

aη−1
s∑

s µ
−η
s (R(1− τ s))−η

(
γ

γ−εs+1

) η−1
εs−1

aη−1
s

(
using ās =

(
γ

γ − εs + 1

) 1
εs−1

as

)

=

∑
s µ

−η
s (R(1− τ s))

−η
(

γ
γ−εs+1

) η
εs−1

−1

aη−1
s

(µs−1)(γ−εs+1)
γ∑

s µ
−η
s (R(1− τ s))−η

(
γ

γ−εs+1

) η−1
εs−1

aη−1
s

(S37)

Note that the only source of sectoral heterogeneity is the markup µs. When all sectors are

the same, we have
∑

s Nsk̄∑
s Ks

= (µ−1)(γ−ε+1)
γ

, which is independent of k̄, ce, and α.

E Calibrating the shape parameter of Pareto distribu-

tion of firm-level productivity

This Appendix shows how to use the data about the distribution of revenue shares to calibrate

the shape parameter of the Pareto distribution of firm-level productivity

The revenue of firm i in sector s is

ps(i)ys(i) =
ys
Ns

p−εs
s µs

(
(1− τKs )R

)1−εs
as(i)

εs−1 = Ωsas(i)
εs−1.

Let aqs be the q-th quantile of the productivity distribution21. Then the top (100-q)% (in

terms of scale) firms’ revenue share in sector s can be represented as

Shares(q) =

∫
i∈Is(q) ps(i)ys(i)di∫
i∈Is ps(i)ys(i)di

,

21that is, G̃(aqs) =
q

100 .
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where Is(q) ≡ {i : as(i) ≥ aqs} is the set of firms whose productivity are above q% of

incumbent firms in sector s. It can be shown that Shares(q) =
(

aqs
ās

)εs−γ−1

. Further noting

that q
100

= G̃(aqs) = 1−
(

aqs
ās

)−γ

, we have aqs
ās

=
(
1− q

100

)− 1
γ and Shares(q) =

(
1− q

100

) γ+1−εs
γ .

To get an aggregate γ, we use the average of εs to eliminate the dependence on s, i.e.,

Share(q) =
(
1− q

100

) γ+1−ε̄
γ

.

We set ε̄ = eµ̄

eµ̄−1
= 1.18

1.18−1
= 6.55. In China, the top 5% revenue share is 43.53%. Hence the

above equation becomes

0.4353 = (1− 95

100
)
γ+1−6.55

γ

This implies γ = 7.68.
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